**CSCE 623 Spring 2019 - Machine Learning In Class Work, Day 3 (2 Apr 2019)**

From Chapter 1: Linear algebra review – **Do this before the lecture**

1. What is the difference between a scalar, a row vector, a column vector and a matrix?

Scalar is a constant. A row vector is a single of row of k columns. A column vector is k rows of a single column. A matrix is an m x n collection of values. Can be interpreted as m column vectors of size n or n row vectors of size m.

1. Suppose you wanted to examine the *i*th **row** of a *m* × *n* matrix called *X*. What kind of linear algebra structure would the entity be? How would the indices be numbered? Write the resulting structure below.

The ith row is a row vector

1. Which of the following are valid multiplications operations? If the operation is valid, give the dimensions of the resulting product. Assume that *W* is a *m* × *m* two-dimensional matrix, X is a *m* × *n* two-dimensional matrix and y is a m × 1 one-dimensional vector

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Valid? | Resulting dimensions if valid | Operation | Valid? | Resulting dimensions if valid |
| *W* × *X* | *y* | *M x n* | *X* × *y* | n |  |
| *X* × *W* | *n* |  | *X* × *yT* | n |  |
| *XT* × *W* | *y* | *N x m* | *XT* × *y* | y | N x 1 |
| *XT* × *WT* | *y* | *N x m* | *XT* × *yT* | n |  |
| *WT* × *X* | *y* | *M x n* | *y* × *y* | n |  |
| *y* × *X* | *n* |  | *yT* × *y* | y | scalar |
| *yT* × *X* | *y* | *1 x n* | *y* × *yT* | y | M x m |

1. Given the following matrix, write the multiplication formula for each cells in the resulting matrix

![](data:image/x-wmf;base64,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)

Simple Linear Regression as Matrix Algebra, part 1: **Do this when instructed**

Below is a simple dataset with 5 students scores on an aptitude test (X1), and their resulting scores on a course final exam (*y*). Your goal is to build a model which predicts *y* based on (X1). You will pick values for 2 coefficients (*β*0 and *β* 1) to try to minimize the prediction errors and draw the best line through the data. Note that *β0* is the y-intercept and *β*1 is the effect of the aptitude test (X1) on the slope of the line.

|  |  |  |
| --- | --- | --- |
| Student (i) | X1 | y |
| 1 | 95 | 85 |
| 2 | 85 | 95 |
| 3 | 80 | 70 |
| 4 | 70 | 65 |
| 5 | 60 | 70 |

Step 1: In the following equation, you will notice that if you expand the equation to list every row i = 1…5, then the result of the equation *Yhat* could be represented as a matrix multiplication on the *β* and a *design* matrix of 1’s and the X1 values.
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Using the design matrix X shown below, write the matrix equation for computing   
Y (which is a vector of length 5), from *β* (which is a vector of length 2), and **X** (which is a 5 x 2 matrix)

|  |  |
| --- | --- |
| 1 | 95 |
| 1 | 85 |
| 1 | 80 |
| 1 | 70 |
| 1 | 60 |

CODING – PYTHON (to be coded in the instructor-provided ‘shell’ STUDENT CODE locations):

Step 2: in python, implement a matrix for X (X), a matrix for *β* (beta), and the code required to perform the matrix multiplication which produces the vector *Yhat* (yhat) Note that you will need to pick the initial values for the two values for beta. These two beta values are the y-intercept and slope of the line (remember your grade school math?)

Step 3: in python, compare the vector *Yhat* to the true final exam scores (y) in the dataset. Your code should produce an error vector (ydiff) – a vector of the errors in each of the 5 predictions.

Step 4: write code to compute the value of three *loss functions*

RSS (rss): the sum of the residual squared error terms

MSE (mse): the mean of the sum of the squared error terms

RMSE (rmse): the square root of the mean of the sum of squared error terms

Step 5: in python repeatedly choose different values for your beta vector and recompute the MSE until you make the MSE very small. If you want, use a grid search in a double-nested for loop. What do you notice about the MSE – is it possible to make it zero?

The actual values should be around *β*0 and = 26.768, and *β* 1= 0.644. If you are having trouble getting a good MSE, try these values.

Step 6: After you got the MSE as low as you have time to make it, try writing code to use your model to predict the value of someone who got an 80 on their aptitude test. Did you get about 78.288?